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Frequency-dependent S-wave splitting parameters analysis: A case study
from azimuthal PS data, Sanhu area of the Qaidam Basin, China

Yun Wang', Chao Wang', Jianfeng Li?, and Yuanyuan Yue?

ABSTRACT

The Sanhu area, which is located in the eastern Qaidam Basin
in China and formed of low-amplitude anticlinal and lithologic
traps, is a favorable area for biogas exploration. The fracture
systems in this area are characterized in detail with the use of fre-
quency-dependent S-wave splitting parameters, which are sensi-
tive to the size of the fractures. The results indicate that the
delay time between slow and fast S-waves decreases rapidly with
increasing frequency between 5 and 30 Hz, and then it slowly
decreases to a stationary value at high frequencies. Moreover, the
frequency-dependent delay times suggest that fractures of different
scale have different 2D density distribution. The frequency-

dependent orientation of the fractures suggests that large-scale
fractures, which correspond to a low-frequency band (5-11 Hz),
are oriented at approximately N48°E and have small random dis-
turbances. The mesoscale fractures that correspond to the dominant
frequency band (12-36 Hz) are oriented along approximately
N54°E in the northeastern region and N45°E over the remaining
area. As expected, the average fracture orientation and delay time
of the dominant frequency band are consistent with previous results
from conventional S-wave splitting analysis in the time domain,
but the frequency-dependent fracture orientation and delay time
indicate finer heterogeneity and spatial anomalies. In summary,
the results show the potential for accurately characterizing fracture
systems using frequency-dependent S-wave splitting parameters.

INTRODUCTION

Natural fracture systems are a crucial factor for determining the
potential existence of hydrocarbon reservoirs and are a key factor in
controlling fluid flow, and, ultimately, determining the production
of oil and gas (Qian et al., 2007, 2008). Artificial fractures are used
to enhance the connectivity, permeability, and porosity of uncon-
ventional hydrocarbon reservoirs including tight gas sands and
shales, and they consequently increase the production of oil and
gas. The detection and characterization of fracture systems are,
therefore, essential when prospecting for new hydrocarbon reser-
voirs or in determining a development schedule for those that al-
ready exist (Qian et al., 2012). Over the past decade, S-wave
splitting analysis has been one of the most successful methods used

to understand fractures (Chapman, 2003; Tang et al., 2009; Donati
et al., 2016) because S-wave splitting is affected by the orientation,
density (Tatham et al., 1992), and size (Ding et al., 2017) of the
fractures.

Several methods have been proposed for the extraction of S-wave
splitting parameters with S- or converted S-waves. Techniques such
as polarization diagrams (Crampin, 1978) and rotated seismograms
(Ando et al., 1980) are initially used for measuring the splitting of
S-waves. Automatic measuring techniques are subsequently used to
estimate the splitting attributes of the S-waves. For example, Alford
rotation analysis was first proposed and used for the two-horizontal
sources and two-horizontal components of shear data (Alford, 1986),
after which it was used by Gaiser (1999) on 3D multicomponent data.
However, the horizontal component data need to be reorganized
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before this method can be used. The polarity reversal method (Li,
1998), proposed for use with 3D PS-wave data, is a robust method
that is based on transverse (T) component amplitude dimming and
polarity reversal on azimuths parallel with or perpendicular to the
fracture orientation. Other methods, including the propagator matrix
method (Nicoietis et al., 1988), layer-stripping methods (Winterstein
and Meadows, 1991), the dual-source cumulative technique (Zeng
and Macbeth, 1993), linear-transform techniques (Li and Crampin,
1993), the crosscorrelation technique (Ando et al., 1983; Bowman
and Ando, 1987; Gao and Zheng, 1995), maximizing the radial
(R)/T energy ratio (Shih et al., 1989; Vinnik et al., 1989), and singular
covariance matrices (Silver and Chan, 1991) have been proposed and
successfully applied. Double scan methods are also often used in the
analysis of converted-wave splitting through the optimization of dif-
ferent objective functions. Obolentseva and Gorshkalev (1986) first
use an objective function to maximize the crosscorrelation of S1 and
S2, Simmons (2009) uses an objective function to minimize the en-
ergy on the T component after splitting correction, and Li (2012) uses
an objective function to maximize the energy on the R component
after splitting correction.

These methods have successfully been applied to artificial and
natural seismic data to characterize fracture orientation and density.
However, these conventional methods cannot be used to estimate
the size of fractures, which is essential for the characterization of
reservoirs. Studies have shown that microscale cracks and macro-
scale fractures can contribute to S-wave splitting (Liu et al., 1993).
However, we are more interested in macroscale fractures, which
control the capacity for storage in a reservoir and the flow of fluids.

There are many published observations of S-wave splitting sug-
gesting that anisotropy is frequency-dependent. Marson-Pidgeon
and Savage (1997) observe a decrease in the delay time with an in-
crease in the frequency of earthquake seismic data. From the analysis
of S-wave splitting from several earthquakes that occurred in mainland
China and the Pacific slab over different frequency bands, Liu et al.
(2001) and Huang et al. (2011) find that the fast wave polarization
direction and the delay time in S-wave splitting are dependent on
the frequency band. With the studies of frequency-dependent aniso-
tropy from a multicomponent vertical seismic profiling (VSP) at Blue-
bell-Altamont Field, Utah, Liu et al. (2002, 2003) find that S-wave
splitting is particularly sensitive to the size of a fracture. From the
analysis of a multicomponent VSP for frequency-dependent aniso-
tropy, Liu et al. (2006) speculate that low frequencies would provide
information regarding the direction of macrofractures and high
frequencies would indicate the orientation of microcracks. Chapman
(2003) proposes a poroelastic equivalent medium theory to model fre-
quency-dependent anisotropy. In his theory, the size of the fractures is
one of the key parameters that control frequency-dependent aniso-
tropy. His numerical results show that, for a fixed fracture size,
anisotropy weakens with increasing frequency and is sharply attenu-
ated at some frequencies. The region in which the attenuation occurs
moves from low to high frequency with a decrease in the size of a
fracture. Based on Chapman’s model, Al-Harrasi et al. (2011) success-
fully obtain the size of the fractures present in a carbonate gas field in
Oman from a microseismic data set with a grid search algorithm. Thus,
in the following study, we assume that low, dominant, and higher
frequencies can qualitatively indicate the information of large-scale,
mesoscale, and microscale fractures, respectively. To directly obtain
the frequency-dependent S-wave splitting parameters from seismic
data, Han and Zeng (2011) and Zhang et al. (2013) propose a new

method for the extraction of splitting parameters in the frequency do-
main for VSP and surface multicomponent data, respectively.

In this study, we analyze the S-wave splitting in full azimuth multi-
component seismic data acquired from the Sanhu area in the Qaidam
Basin of northeastern China using the frequency domain method pro-
posed by Zhang et al. (2013). The frequency-dependent S-wave split-
ting parameters provided more useful information about the fractures
in the Sanhu area because they are related to fracture size.

ANALYSIS METHOD

In recent years, the frequency-dependent anisotropy effect present
in earthquake data has been recognized and accepted by the inter-
national community of geophysicists. The study by Chapman (2003)
indicates that it is also possible to estimate the frequency-dependent
anisotropy from seismic data. Zhang et al. (2013) propose an algo-
rithm for extracting frequency-dependent S-wave splitting parameters
from surface seismic data. This algorithm is adopted in our paper and
is introduced schematically in the following.

First, two Cartesian coordinate systems are defined, an acquisi-
tion coordinate system with its x-axis at the R direction and a natu-
ral coordinate system with its x-axis in the direction of the fracture.
To simplify the mathematics, the direction of polarization of an ini-
tial converted S-wave S(¢) is assumed to be along the R direction.
After propagating through the anisotropic fracture media, the S-wave
S(r) will split into a fast wave d;(¢) parallel to the fracture strike and
a slow wave d,(¢) perpendicular to the fracture strike. Based on the
vector convolution model, the fast wave d,(¢) and slow wave d,(¢) in
the natural coordinate system can be written as

d(1) a S(t—1;)
)= G

where ¢ denotes the fracture azimuth angle counterclockwise from the
R direction, ¢ ¢ and 7, are the traveltimes of the fast and slow waves,
respectively, and a, and a, represent the attenuation of the amplitudes.

After a rotational transformation from the natural coordinate sys-
tem to the acquisition coordinate system, the R and T components
are obtained, which can be written as

dg(t)| _ |cos @ —sing || as cos pS(t—ts) 2
dy(r) |~ |sing cos ¢ ||—a,sin @S(t—1) |’

where dg (7)) and d;(7) represent the observed R and R components,
respectively. The rotation matrix R (the first matrix on the right side
of equation 2) is an orthogonal matrix. By multiplying both sides of
equation 2 by RT, we get

dg(t)cosp+dy(t)sing | _ | ajcospS(t—1ts) 3
—dg(r)sing+dy(f)cosp| | —a,singS(t—t,) | 3)

Taking the Fourier transform on both sides of equation 3, we then
have

dg(w)cosp+dr(w)sing | | ascospS(w)exp(—iwt;)
—dg(w)sing+dr(w)cosp| | —aysingS(w)exp(—iwty) |
4)

We assume that the fast and slow waves are equal in amplitude
attenuation; that is, a; = a,. By dividing the upper equation by the
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Figure 1. Geologic map of the Sanhu area in the
Qaidam Basin. The blue arrow points to the area
investigated in this study.

Figure 2. (a) The study area (red rectangle) and
(b) seismic measurement (red represents the shot,
and green represents the receiver).
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lower and taking the squared norm of the two sides, we obtain the
following equation:

|

After simplifying equation 5, we have

dg(w)cos ¢ + dr(w) sin ¢ 2

—dg(w) sin ¢ + dy(w) cos ¢

2 |l cos ¢

®)

sin g

Table 1. Main events in the middle and lower Quaternary

formations (Qq,,).
Sedimentation Seismic events Tectonic
Period Epoch  Formation
Yangiao .
Qs Dabuxun K, Neotectonics
Chaerhan Late Himalaya
Quaternary K,
Q4> Seven-Spring Kio
To
Tertiary T; Shizigou T,

Wang et al.

1 k
@ = Earctan(Q/P) +

2’

P(w) = REg(w)REr (@) + IMg (0)IM7 (@), ©)
0(w) = AMZ(w),
where k is any integer, RE and IM denote the real and imaginary
parts of the imaginary numbers, respectively, and AM represents the
amplitude. There are two solutions for ¢ in the range O ~ z. The true
value can be determined with the use of other information. By sub-
stituting the acquired fast azimuth ¢ into equation 4, we obtain the

time delay of the fast and slow waves:

ot=t;—1ty
B Lar oco —tan ¢(Pcos 2¢ + Wsin 2¢)
o 2af *Weos 2¢p—Psin2¢+0.5(AM% +AM32.)’
@)
where W(f) = 1/2(AMB (/) — AMB(f)).

STUDY AREA AND DATA SET

The Sanhu area is located in the eastern part of the Qaidam Basin
and is presented as a red rectangle in Figure 1. Under the influence
of regional compressive-torsional tectonic and strike-slip move-
ments, the northern margin of this region is characterized by the
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Lingjian fault and fault-block belt, whereas the southern margin is
limited by the KunBei fault system and the East Kunlun fault fold
belt (Metivier et al., 1998). Three tectonic zones are therefore present
in the area: the southern slope belt, the central depression zone, and
the northern bend-fold zone, which are covered with thick
Quaternary sedimentation, accompanied by a late Himalayan uplift.
The Quaternary formations reached a thickness of more than 3000 m,
with some hydrocarbon source rocks reaching up to 1600 m thick.
Many potential biogas fields and areas for exploration have therefore
been found in the area, in which the reservoirs and caps which are
mainly distributed in the middle and deep Quaternary sedimentation,
and they are mainly of continental interbedded fine sand, silts, and
mudstones with strong vertical and horizontal heterogeneity (Kang
et al., 2009). The shallow, Seven-Spring formations (Qy,), enriched
with Quaternary biogas and with lithology mainly consisting of light-
gray mudstone and silty mudstone interbedded with siltstone and fine
sandstone, are the main targets for exploration (Huang, 2010).
The study area, near gas field T, which is located on the northern
bend-fold slope of the Sanhu area and is represented in Figure 2a
with a red rectangle, is mainly made up of low-amplitude anticlines,
which are elongated toward the strike of the northwest fault (Meyer
et al., 1998; Su et al., 2007). Hydrocarbons are expelled from the
underlying source rocks and migrate upward along either faults or
the vertical fractures of an anticline core. Oil and gas are trapped in

the conventional and fracture reservoirs in the core of these anti-
clines (Xia et al., 2001). The low-amplitude anticlinal traps that
are favorable to the accumulation of biogas (Guo et al., 2008) and
are characterized as gas chimney reflections in seismic sections
(Heggland, 1997; Zhang et al., 2000), are therefore the current tar-
gets for exploration, including a few lithologic traps. The prediction
of fractures in these shallow anticlines and lithologic traps is of cru-
cial importance for the characterization of gas reservoirs.

An integrated field study was performed, mainly using the 2D
seismic exploration illustrated with blue lines in Figure 2a, but also
including a 3D 3C seismic 2a. A digital 3C geophone with a natural
frequency of 10 Hz and 3 kg of dynamite source were used with a
10 s recording length for the acquisition of the 3D 3C data. As re-
layed by the extent of the shot and receiver lines shown in Figure 2b,
the survey area is more than 100 km? in total because the area with
an average fold of 240 is designed as 66 km?> and 25X 25 m
common depth point intervals. The interval between the source and
inline was 200 m, and that between the source and receiver was 50 m,
and the maximum inline and crossline offsets were 4682.55 and
2475 m, respectively. The background contours in Figure 2a re-
present the traveling time of the PP reflection in microseconds at the
bottom of the Quaternary sedimentation.

As illustrated in Table 1, the main formations explored in the area
include K2 to K10, up until event TO, where the reflection at the

Figure 4. The distribution of fractures predicted
with layer stripping on event K1 in the time do-
main and the color-coded time delays.
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bottom of the Quaternary sedimentation and the reflection from the
top interface of the Tertiary sedimentation occurs. As seen in Fig-
ure 3, when processing the PS-waves, we found that these events
show an almost double-fold eye phenomenon, which may be attrib-
uted to the anisotropy in the shallow formations. Layer stripping
was, therefore, carried out on the K1 event to correct for the time
delays caused by S-wave splitting. The PS reflections were signifi-
cantly improved after correction, as seen in Figure 3. The azimuth
and density of the fractures were also calculated during this procedure,
which can be found in the presentation by Yue et al. (2013) (Fig-
ure 4a). If the azimuth of the fractures is viewed in a different mode,
as in Figure 4b, it is apparent that there are multidirectional fractures in
the shallow formations ahead of the K1 event, which may have been
caused by multiple tectonic movements in the area. A different S-
wave splitting method in the frequency domain was, therefore, used
for the same region to further elucidate the system of cracks.

DATA ANALYSIS AND RESULTS

The frequency-dependent anisotropic analysis method mentioned
earlier was applied for the azimuth gather data set. The detailed
processing steps are shown in Figure 5. Preprocessing included
static correction, noise attenuation, and coordinate rotation. Full azi-
muth common receiver point (CRP) gathers of R and T components
were then extracted from the 3D 3C seismic survey. In each full
azimuth CRP gather, the traces with adjacent azimuth angles were
then stacked to form a local azimuth stacked CRP gather. S-wave
splitting analysis is carried out in the frequency domain, and the fast
Fourier transform (FFT) is applied to the target layer data, which is
picked out by a time window. The analysis consists of measuring

| PS-wave preprocessing I

| CRP gather extraction l

| Local azimuth stack |

| Azimuth stacked CRP gathers |

Given analysis time window
FFT

Fracture orienfations
Function of frequency and azimuth
In R-T coordinate

Delay times
Function of frequency and azimuth

Coordinate rotation

Average
time delay
at each
CRP

Fracture orienfations
Function of frequency and azimuth
In natural coordinate

Frequency-| | Azimuth-
dependent | | dependent
time delay | | time delay

Average
fracture
orientation
at each
CRP

Frequency-| | Azimuth-
dependent | | dependent
fracture fracture
orientation | |orientation

Figure 5. Procession workflow.

the frequency-dependent fracture orientation and the frequency-de-
pendent time delay between the fast and slow S-waves. For the azi-
muth gather, the results of the analysis are also azimuth-dependent.
Therefore, we can attain a variety of results using different methods
to achieve an average: frequency averaging, azimuth averaging, or
frequency and azimuth averaging. For the azimuth gather, the fast
wave orientation calculated with equation 6 is relative to the R di-
rection and thus varies with the azimuth. However, the orientation
of the fracture should be invariant with the azimuth. Therefore, all
of the computed fast wave orientations are rotated into the R-T co-
ordinate system of the first trace, with the R direction in the east.

In this study, the data analysis is conducted in a small area of the
3D 3C seismic survey (shown as the blue rectangle in Figure 2b). It
includes 1188 full-azimuth CRP gathers, 27 inlines oriented ap-
proximately west—east and 44 crosslines oriented south—north, as
seen in Figure 6. The interval between the inlines is 50 m, and the
interval between the crosslines is 200 m. Each gather consists of 73
traces with an azimuth interval of 5°. The traces within a gather are
sorted in a counterclockwise direction with the first source-receiver
pointing toward the east. Representative R and T CPR azimuth
gathers are shown in Figure 7. S-wave splitting can be observed
from 400 ms to the end of the seismic record. The R component
has noticeable changes in traveltime and amplitude with azimuth.
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Figure 6. The basic acquisition template of 27 lines each containing
44 receiver points — a total of 1188 CRP gathers. Each inverse
triangle represents a receiver point.
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x10°
—

The T component displays polarity reversals at every 90° of azi-
muth. According to spectrum analysis (as shown in Figure 8),
the frequency range is set to 5-50 Hz. To reduce the cumulative
effects from multiple anisotropic layers, only the shallow data be-
tween 400 and 1000 ms, including the target layer, were analyzed, 8
and the S-wave splitting was assumed to be caused by the whole of
the shallow anisotropic layer.

The estimated fracture orientations are frequency- and azimuth-
dependent. The fracture orientations of all azimuth traces at each
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CRP gather were initially averaged to obtain 1188 frequency-
dependent fracture orientation curves, as shown in Figure 9a. It is
apparent that the fracture system is generally orientated at N45°E—
NS55°E in the main frequency band. The averaged fracture orienta-
tion of the main frequency band is then compared with the result
calculated using the time-domain Alford rotation method, as shown
in Figure 9b. The results of the two methods are consistent, but the
averaged fracture orientation is smoother. The fracture orientations
obtained from the time-domain method have peaks at some gather
numbers, which is probably because the seismic data at these gath-
ers are contaminated by some narrow-band noise. Narrow-band
noise affects only a few frequencies in the frequency domain,
and the abnormal fracture orientations computed at these frequen-
cies can be considered as salt-and-pepper noise and is removed by
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Figure 10. Maps of the fracture orientation at different frequencies.
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median filtering. Consequently, the fracture orientation curve com-
puted using the frequency domain method is smoother. This indi-
cates that the estimated frequency-dependent fracture orientations
are reliable. The frequency-dependent fracture orientations are also
compared with those obtained via previous analysis (Yue et al.,
2013). Our study area is only a part of the previous study area, lo-
cated at the lower left corner. A comparison shows that the two
analysis results are generally consistent with each other, but the
frequency-dependent fracture orientations can provide more useful
information. Figure 10 shows several fracture orientation maps
at different frequencies. From the maps, we can see that the
orientations of different scale fractures, corresponding to different
frequency bands, show different spatial variations. At the low-fre-
quency band, 5-10 Hz, the fracture orientation is approximately
N48°E, and it has a small random disturbance over
the whole study area. At the predominant fre-
quency bands of 16-20, 21-25, and 26-30 Hz,
the fracture orientation maps are clearly divided
55 into two regions. Fractures in the northeastern re-

gion are oriented at approximately N54°E and at
50 N45°E over the rest of the area. At the higher fre-

quency bands of 4145 and 46-50 Hz, the fracture
% orientation maps are still divided into two regions,
but the azimuth difference between the two re-
gions is smaller than that of the dominant fre-
quency band.

From the above analysis, it is apparent that the
fast-wave polarization is mainly at N45°-55°E
over the whole Sanhu area, which is consistent
with the northeast—southwest anisotropic polari-
zation that was initiated by the India-Eurasia col-
lision (Li et al., 2011; Zhang et al., 2012; Wang
et al., 2013; Chang et al., 2017). However, the
frequency-dependent polarizations provide more
detailed information about the fractures in the
Sanhu area. The spatial variation in the aniso-
tropic polarization represents the heterogeneous
spatial distribution of different-scale fractures.
From microscale through mesoscale to macro-
scale fractures, which respectively relate to the
higher frequency, dominant frequency, and lower
frequency, there are maybe different tectonic and
sedimentary factors that result in the variation in
fracture distribution. The lower frequency and
macroscale fractures may be controlled mainly
by the low-amplitude anticline (Song and Wang,
% 1993).

] The estimated frequency-dependent delay
% time reveals more significant information. The
delay time is a function of azimuth and fre-
quency. Figure 11a-11d shows the delay time
as a function of azimuth at four different frequen-
cies, 8, 12, 20, and 30 Hz. In Figure 11, the hori-
zontal ordinate is the receiver-point number,
which is arranged according to inline wise, and
- the blue area (except for that at 90° azimuth) in-

dicates that no seismic data are apparent. We can

see that the delay time varies with the azimuth

at low frequency. Generally, the delay time is

45
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Figure 11. Delay time (unit: ms) as a function of azimuth at frequency
of (a) 8 Hz, (b) 12 Hz, (c) 20 Hz, and (d) 30 Hz. The x-axis represents
the receiver-point number, which is arranged according to inline wise
(as shown in Figure 6), and the y-axis represents the azimuth of the 73
traces in a CRP gather, (0 ~72) X 5 = 0 ~ 360°.
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greater at an azimuth that is nearly parallel or perpendicular to the
fracture orientation than it is for other azimuths. This phenomenon
gradually weakens with the increase in frequency. The delay time is
the same in all azimuths at high frequency. Because low frequencies
may correspond to large-scale fractures, whereas high frequencies
correspond to small-scale fractures, we can conclude that the large-
scale fractures are arranged regularly while the small-scale fractures
are arranged irregularly. Figure 12 shows a magnification of part of

9Hz 10 Hz

4500
4000
3500
3000
2500
2000

Crossline (m)
Crossline (m)

200 400 600 800 1000 1200 1400 1600 1800 2000

Inline (m) Inline (m)
11 Hz 12 Hz

40
39
38
37

:E: 36 E

g g

LE) 34 3

200 400 600 800 1000 1200 1400 1600 1800 2000
Inline (m)

13 Hz

Inline (m)
14 Hz

Crossline (m)
Crossline (m)

200 400 600 800 1000 1200 1400 1600 1800 2000

15 Hz 16 Hz

Crossline (m)

g
E
2
3
S

200 400 600 800 1000 1200 1400 1600 1800 2000

Figure 15. Maps of delay time (unit: ms) at different frequencies.

200 400 600 800 1000 1200 1400 1600 1800 2000

200 400 600 800 1000 1200 1400 1600 1800 2000

200 400 600 800 1000 1200 1400 1600 1800 2000
Inline (m) Inline (m)

200 400 600 800 1000 1200 1400 1600 1800 2000
Inline (m) Inline (m)

Wang et al.

Figure 11b. From the azimuth-dependent delay times, we can even
infer that the orientation of large-scale fractures is at approximately
50° because the delay times for all receiver points have peak values
near an azimuth of 50° (50° is the same as 230° in fracture orienta-
tion). Fitting these peak points with a straight line, we can see that
the fracture orientations at the receiver points with small serial num-
bers, which correspond to the southwestern region of the study area,
are smaller than those at the receiver points with large serial num-
bers, corresponding to the northeastern region.
This is in good agreement with Figure 10. The
s delay time computed with the time-domain Al-
2 ford rotations method is shown in Figure 13. This
it suggests that the delay time also varies with the
i azimuth and has a larger value in azimuths that
2 are parallel with or perpendicular to the orienta-
s tion of a fracture.
3 Next, the delay times of all azimuth traces at
o each receiver point were averaged to obtain 1188
3 frequency-dependent delay-time curves (as shown
4 in Figure 14). It is apparent that the form of the
» relationship between the delay time and frequency
is in good agreement with the numerical simula-
= tion results of Chapman (2003). The delay time is
approximately 55 ms at low frequency, and it de-
creases rapidly with the increasing frequency be-
tween 5 and 30 Hz, and then it slowly decreases to
a stationary value of approximately 12 ms at high
frequencies. From the relationship between the de-
lay time and frequency, we can infer that the pre-
dominant size of the fractures is at the meter-scale
according to the numerical simulation results of
i Chapman (2003). The small-scale, background
fractures should be relatively developed through-
out the study area with a delay time of 12 ms, cor-
responding to the high-frequency band. Analyzing
the delay time along the frequency sequence one
by one, it is apparent that the delay time has ob-
vious spatial variation. Figure 15a—15h shows the
spatial variation for various frequencies from 9 up
to 16 Hz. It can be seen that the delay times at 9,
10, and 11 Hz have a similar spatial variation pat-
tern, with larger values in the east and northwest
than in the southwest and northern-central region.
The delay times at 12, 13, and 14 Hz have a differ-
ent spatial variation pattern, with larger values in
the west than in the east. When the frequency in-
creases to 15 and 16 Hz, the red region with a
b longer delay time gradually moved toward the
south. The delay time maps at 15 and 16 Hz are
similar to the map computed with the time-domain
2 method (Yue et al., 2013). This indicates that the
fractures corresponding to these two frequencies
are very developed and predominant. The time de-
lay between the fast- and slow-splitting S-waves is
19 mainly determined by the tectonically controlled
fractures in the area. Therefore, from these fre-
quency-dependent delay times, it is apparent that
fractures of different scales have different 2D den-
sity distributions. Although the mesoscale fracture
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density distribution is irregular, this can be related to the loose dep-
ositions in the shallow layer (Jin et al., 2004). To sum up, the averaged
delay time on the dominant frequency band is consistent with pre-
vious results from conventional S-wave splitting analysis in the time
domain (Yue et al., 2013), and the frequency-dependent time delays
show more fine heterogeneity and spatial anomalies.

CONCLUSION

The frequency-dependent S-wave splitting parameters are ex-
tracted from the full-azimuth multicomponent seismic data acquired
from Sanhu area in the Qaidam Basin. The averaged fracture ori-
entation and delay time in the main frequency band are consistent
with previous analysis in the time domain. This indicates that the
frequency-dependent fracture orientations and delay time are reli-
able. It was found that the frequency-dependent splitting parameters
show more detailed information about the fracture system:

1) The delay time decreases with the increasing frequency. The
relationship between the delay time and frequency indicates that
the predominant fracture size is on a meter scale within the gas
reservoir, which should be controlled mainly by tectonics.
Although the delay time at high frequencies is smaller than that
at low frequencies, it still has a large value of approximately
12 ms. This indicates that the small background fractures, which
may be controlled mainly by sedimentation, are relatively de-
veloped throughout the study area.

2) From the frequency-dependent delay-time maps, we know that
the different-scale fractures have different 2D density distribu-
tions. The regularity of mesoscale fracture density distribution
is somewhat worse, which is probably related to the loosely de-
posited shallow layer. The delay time maps for 15 and 16 Hz are
similar to the map computed using the time-domain method;
thus, the fractures corresponding to 15 and 16 Hz are very
developed and predominant.

3) The large-scale fractures, corresponding to low-frequency bands,
have a uniform orientation of N48°E over the whole study area.
The mesoscale and large-scale fracture orientations exhibit
spatial variation, which may be controlled by the low-amplitude
anticline.

In conclusion, the frequency-dependent fracture orientations and
delay time show potential for accurately characterizing fracture
systems.
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